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Abstract

The creation of the Personal Computer (PC) and Workstation market sparked a revolution in
computing technology. Profits from mass marketing of PCs and workstations provided
unprecedented capital for research and development in the computer field. That capital financed
a radical improvement in computer and communication technology. Processors, memories,
storage devices and communications facilities have all seen dramatically enhanced performance
at reduced cost. Massively Parallel Processing {MPP) systems, built of these new commodity
components, show great promise for the future. Hardware advances have been matched by an
explosion in the quality, quantity and capability of software, The need for interoperability in
networked environments has forced the computing industry to standardize on UNIX™ and open
software to provide compatibility and portability of software. New software technologies provide
for distributed computing, utilizing a heterogeneous set of resources to solve a single problem.
These changes will usher in a new era of computing, based on a paradigm shift from a network
computing environment to a Full Spectrum Computing (F5C) environment.

By the author's reckoning, The FSC era will be the fourth era of supercomputing. This talk will
briefly examine the two past eras and the current era to illustrate the nature of technology
changes required to cause a change in computing eras. The current set of technology changes,
which presage a change of computing eras, will be summarized. The nature of those changes,
combined with the needs of computing customers will be used to project the nature of computing
in the FSC era. This nature will be illustrated by developing an architectural mode! for the FSC
computer center of the future. The model consists of a network of distributed heterogeneous
resources with a coordinating set of software services to provide virtually unlimited computing
power to the end user. The computing center of the future will provide access to a wide variety of
computational resources in a cost effective, responsive and transparent manner. Computing wiil
be done in an environment of plentiful resources rather than in the current environment of scarce
resgurces.

This work was pertormed under the auspices of the U.5. Department of Energy by Lawrence
Livermore National Laboratory under contract No. W-7405-Eng-48.
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Heterogeneous Computing Environments”

R. E. Cline, Jr. and R. E. Palmer
Sandia National Laboratories

I simplest terms, distibuted computing is the application of a wide variety of resources
to solve a given problem. Resources may include workstations, vector and parailel
supercomputcers, storage systems, and special purpose computers such as visualization
scrvers. An heicrogencous distributed computing environment can offer benefits ranging
from new capabilities (through specialized machines and software) and expanded
capacity (through the opportunistic use of spare compuie cycles), 1o improved
convenience and producdvity (through the use of software tools that provide value to the
end user). Disuibuted computing is well sujted [or the emerging echnologies of
collaborauve engineering and agile manufacturing, In these applications distributed
simulation tools, engincering databases, CAD facilities, and production facilities are
coupted together 1o ypimize the design, analysis, and manufaciuring cycle. This
application extends the definition of distributed computing to include special purpose
computers that perform process control or monitoring.

The heterogeneous distributed computing approach can best be scen as a "processor view
of the world.” The complete distributed system is composed of all available processors,
whether they reside i massively parullel processors, multiple CPU supercomputers, or 4
heterogeneous sct of networked workstalions. These sysiems require data translation into
platform independent representations as part of the communication process. This
approach permits development of applicarions that exploit the full specurum of available
computational resources. The capabilities of heterogencous enviranments cannot be
scparated from the characteristics of the network thatl connecis the individual
components. In this presentation we will review current projects that arc aimed at
developing heterogencous networking and computing envirenmenis for scientific and
cnginccring applications.

* Work supporied by Uniled Statcs Depariment of Energy contzact $DE-ACH-76DPI07E9
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RESEARCH IN MODELS POR MASSIVELY PARALLEL COMPUTIEG

Norman R. Morss

Technical Staff Member
Computer Network Engineering
Lom Alamos Watilonal Laboratery

Supercomputng in the DoE has been traditionally performed on von
Neumann vectcr pipeline machines. In the past few years, a belief
has developed that advances in supercomputing capability in the
future must come from massively parallel architectures., When
considering such architectures. many questions remain which are
active areas of research. Examples of research subjects for massively
parallel computing paradigms are comununication structures,
memeoery souctures, node processor architectures, latency hiding,
algorithm development, switching schemes, communicadon
bandwidth and support software. A brief discussion of the Los
Alamos Clustered Workstation Project will be given including
proposed solutions to the problems revealad by the massively
parallel research effort.

A problem which has existed Io computng since networks were
invented is chat the quality of service received by those using a
computng resource is inversely propordonal to the user's physical
distance from the machine. The goal of the Casa Gigabit project is to
remove this restricion by inveadng gigabit speed networks with
support protocols, switches, ctc. which will operate at global
distances. The Los Alamos effort directed at this goal will be
described.
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Multiczcmprter Sfficzierncy Estimation
on Eviutionary Froblems in Computatiomnal Phyvsics

Cofronov I.D.

The simoles™ model is examined for- a multicomputer., *hat
iz &a macrime contaiming & grezat number of shared-memory

1=

pProcessors.
A simple discretizaticen is agiven for differential

equations describing evolutionary problems of computational
ohysics.

rilization efficiency is estimated For multicomouters
having wvarious switch architectures. For itrraegular grid, the
crossbar switch multiprocessor has a higher performance 1F
the number of FEs 1is smaller tham *hat of comoutatignal
poifnts. As the number of orocesors jncreases., the hypercube
multiprocessor turns out to we the mast efficient.



MUOLTICOMPUTER EFFICIENCY ESTIMATION ON EVOLUTIONARY

FRCELEME IN COMFUTATIONAL FHYEICEZ
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Arzamas—1&, Mizhny Novgorod Region.

1. CLABSE OF PRORBLEMS

For curreny compkiters wiith & large rmuamber o SrocEss.

sigments, the nighest perforqmancs 13 achilisved oo oa relatl s
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equations has the following form;

7 7 ) ,
AU+ Bg -+ CU+ D= \K()Uw)dw’ (1)

where .!2 is

definad. g, I, A, B and C are ths vectors of unkoown

u

JO -hypercube in which & given syst=m i3

functiorns and cosffizients, KiUlwld, Ulw)? arz the matricss of
intepgral Scparatiaon Lernels,. The dim2nsion of these
gquantitisz iz P, HWe assume tRat initisl ang Lounmdan,

canditigns are corrsctly set on the hypercube faces. The
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ihorEal applicatiosrns, the zguaticn coefficiesnts are functicns
of coordinates, time and unknown guantitiss, U. We tans &
limitzsd model cases wheres all the coefficiants ars coansoaint.

In agddition b 2! consider ancther partial case of (1., Shas
is5 a systam of inotzgral oguaticrns cfF the form
g = Hw)dw'
Apge U tCUr D = SK’(U({J), Nwydw (3)
o & hypercube, _(l , —onsiZeEr randzmle lozatz=2 N o Doietz.,
He assign rumbkzrs Lz zach of them snd cuanine an i-numbarsd



coints which bHave Iircichlet regions wichk fthe samneE ZCOLnCa .
23, We call the neighbors of the nearsst ones  safana orcer
nzightors =tz. Ckvizusl,. sEarching nearsst neighbors 1o ono
casa of abzclutel, unzrcersd points may result in an ovatal.
SamMGLing. To avoid this we pgrovide & 2 special tabis oA
nearasst neighbor=s for esach point which would includge  the
number cor cther &acoressz2s of &li the nearest neighbors.

I+ the points ars assumed toc move continuouslsy during the

Zaizulations., then we Zan say woat nelghborhcocd crisr Znangss
may not axczed unity for two close encugh times,

Thiz mEarns Ihat =zsarczhirng nesarzst nergrbkors in & nEW L SnE0
should bBE pertormad Sy edanininsg first o and  zzooes o onore

WHith the soint Srdering sstanlished  sEarcning ABlgnzIc s
- = - - N D o e = - 1 I - - _— . -
ac iz} nsw Lime 13 consideracls ZimDLiaTie0a. LT closz times -
- - ) - JRE— — =4 —r - - = = - =
ConsSlogryrsd. The JoinT Tyl g aminecd Has oot = = ....=1L..
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da.gorathm {l:h"' th::ﬁ_.i\d = \#:.:l_.| = a This mlga: 1o \_na,TrFur"_-_ -
SEIN pOINT &N JdepEnds on nesgnbor taslzs whizh Ihangesz ..l
respect o point locationz. Suc point sev iz Freguostl
retsrred Y5 oas "irrEgulas mesot.
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- 1 — - - — - . _ = —_ - - = ——
structures wharg, 22 we how. shifr ZpeErstors  act aver  siaC



In a regular mesh, the overall set of N points may be thought
of as a product of aone-dimentional meshes with point number
f/f
n—N . Every point of a regular mesh can he exactly mapped
onto peints  baving integer coordinates and belonging to the
53 ~-hypercubke with an edge n. The meshes intreoduced wWilli  be
further dencted by 4I1 h.

Ty on {2 -

iz a asystem pf algebraic =sguatians of the form:

The simplest sxplicit discretization of

At R n
a o + 2. R = 1. i= 1, N, (4)
& y+.&' L ?
A=t
where %r values are calculated from coefficients of o
and point paramet=rs of _IQ.h. These coefficients have
rnofnzers values conly for points which are either clossiy
locatad t a peint censidered, or are iz neighbors =4
saveral first crders.
In zuch Zases  che 4 PLK z makr-i Sgccmes ZohEidsEratl,
incamplete +or large values of M. We assums tiat
I3 i
e =1J hers.
N+ K A
coroa  regular nesh, thks =quaticn (43 takes & ncra

commorly uwused Fform of & differenca eguations for a.ansle,
with ‘F =7 one cbtains
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Equations (4! and (2 are complementsd with correctly  set
a
imnitial data (U, Poand voundary conditicons having the same
igé 9
form as the eguations Sut with less addends. Solwving *he
"
problam consists in segquential caloulaticn oFf v UMnknRcwns
f . o
ocver time layverss first Ug 1s calculatad from Ué . thar
2 n
U; and we proceed up to U; where i=}, M.
Dur considerations are restricted to arn explicit
discreticaticn of (23 in the remainder cf the socme rezmar-s

on gensralization fessibility will be made. It is seen +iom

(4> and (Z) that they allow the mcost extzrsive garallsl
malculations up to N tranches at zach  timestep. Thizs aakez

them well-suitad to multiprocesscrs with sharzsd main memory.
The simplest explicit discretization of the integral

squaticn (3 {3 the esguaticn cof the form:

s i oon o= 1, N
U +d =3q U, 227, (6)
K=yt ITF o o= U
-
Tris diffesrs mainl, from 130 in that summing i3s3 performao

close points were added in 133, Thiz facxt rasulliz
particularly in dizagpzarance of Jdiffarznczss betweesn reguloan

and irregular meshes in the case of integral eguation Suring
discretization.

v should be noted that we do not specify as separats  olasss
the problems for time-independent aguations, Shat i: “hose o

P Y

(20 and (2D type, whers the fellzowing congi

13
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since the algorithms for sclvimg them with selecticn methoc
do not differ from that for sclvirng problems under
consideration. Yet, studvying the featuwres of algorithms
intended tc obtain solutions of time—-independent problems is
teyond the scops of the present paper.

Currently, prchblems With millicnhns of points
IN o~ 136 Y}  bacoms  commorn. The number of uwnknowns variss
from tens toc hundreds and even ts  thousands in some cCases.

14 16

Such problems often reduire 10 -1¢ arithmetic operatizis.

A performance of billions cor tens af bkilliems of aritmmecic

operations per second is regquired to obtain a solution by
running a computer during several SOl S, Now Suwah
performance iz not available 1n general -—purgesze s:inzlis
srzcez=cr machineEs. A ZJesirsd gperformance i3 aghilEl.asc o
multigrooasscrs. MHowsver raplacing SRS powsSrful processis oo
A =Emall Zr largs number =f rzlativaly low-level EErfIoonanTs
procassaors and =sglitting & single memcry of high =rnoagh
capacity into many laocal Srocessor  mEmMories ~ssult in  zoms
difficulties inveolved in method anc  program developmashz.
Not o all algorithms are found tc allow A higrn-laevel
parallelicaticon and tor some classes of problems implementing
parallel calculatiors 13 wo2ry difficudlt.

Recantly, many pap2rs on parallel calculatians Has  appsarasc.
the Zlass o¥F s¥ftizient parallzl Lmplementatioas Lz

contindously expanding primaril;, Jue 2 mnew  @lgorithmzs .o
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results in specific computer system structure reguirsments.
The aim of this zZaper {5 ann attempt to provide simulated

of using a compuler system including a

1H

efficiency estimate
tohing nETLorl

Fost and multiprococesszcors «ith two diffzrent sal

architecturss.

Currently, thers i3 a great number of various computer
systems;: a single processcr, & multiprocessor with zcmmen oF
zhared memory Sto. G A it was noted above, for

mathematicians it iz more convenient to have cne powes ~ol

encugh ZPFY armnd a =z=irmglz sufficizntly large main  memory, -rar
many low-level PErFrfIrmancs grocasscors with & memory splithtesc

imts small loacal piecas. However the inability to achieve &
desired gperfarmancs i & zingle procssscr and b3 =xntrzosl.
high <¢ast encourags ane to find the ways of R o

ronconwventicnal system structures to selve various praclzams,
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Two classes ars M
qultiprocessors: 3YSLEMS Zomprising & relatively zmall
number of highly powerful processors  communicating with &

mared memory and  those  including s very great numbar of
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2lativel, low pgerfgrmance proca@asors. in tha latter e

i
f3l

1 M

4+
FR

rt

ing the main memsry Lato local wnits

'
T

i

[
[

9]

rove t

"

reasonable, Suc those cannot have & wvers Taram

U



@

Fed
P
iy

e

capacity. Such systems are sometimes cal
"“multicomputers”.

In multicomputers, processing 2lement switching network 1s  an

ess=ntial componant. Mary various switching s,=tam
architectures wer s gropossd, but still ng Wil GuE
general —purposs architecturs Was fournd which worlc bBe
gfficient on & brocad class of &spplicaticns. Considzr a

computer system including a host and a multiprocessor with M

[
[

processing elemernts which iz connected to the host by a

"

{see Figure 1). The aslgorithm for solwving problems of (20 or

{E) types using this system 13 assumed to consist in the
following. The portions of the algorithms which ars nat or
moerly suited to parallelizaticn ars run on the host., Tha
portions well suited to parailslization, that is which do not
fzsult in nonefficisnt hardwarzs usags when gparallelicasd ars
implemented on & multiZomputar., The guesticon that we ars
primarily interessted 10 i3 ~nich of twe swlitohing

archtectures farray or hyparcube, see Figuerz 2 and ! i3

1 -y By -
- v r

more preferable for sclving proilzms of  fype ! : e
introduce some notations. et F oand U be the CPU perforcascs
and the hocst storage capacity, respectively, while §  arnd o

P

denots the similar charactericstics of sach preocessing €lzment
im the multicomputsr. we furthezr assume  that the switzhing
. L g‘ . : -
natwork performance 1s such that a time is requiresd or
Zach processing slement to send onz full-digit number 2z 411

its nearast  neighbors. oF Zourse, We mean by noarest

cirocessing lemants those FEx  whiczch RHave IJirzcy zslecs-.-al



cannection with a <considersd one. As o connections cther
than those between near=st PEs, are present in switching
networks under conslderation, datsa transfers between rzmcohe
nodes may be performed anly wvia transfer strings betwesrn  the
nearest adjacent ncdes. Fore erxample, Zn-1 transfers need Lo
be performed to send data from lower left coirner point tc  the
right upper one In & wwo-dimensicnal array.

The distance betweern thess points is said toc be 1=2n-1.

I i3 gasy to verify that the average distance betwesr Lhs

corner node and any other point is
il
E (M) = ymM -1 (8)

in an array architecture.

For an m=y ™M array, more Tomplex consideraticns mas s
required +t& show  that  the distancz between a  AogzZ st
coordinates . and € and any cther point iz
w s| (m-k)+ (m-e)+rx+€
e (M)=x t-K-8 9
” m 2 (9)
in & hypecuke, sach rnode i3 at the vertes:u: 50 we need Rl

)
.y
m
=
m
(L]

to abtain a formudla =imilar to

Some more CoOnclusicns arz woirth ts2 LSes  mage. For Sy e A
two—dimensional arrsy architecture requires that =acs FZI

should have anly four cornnzciicns with its  neighbors. 12 &
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hardware is assumed to be neeseded to implement cne connection,

thean
B (M) = 4EM (11)

LBwardware will be requirzd to implement the overall netwcri.
It follows from (9 and (10, that increazing the pracezsor
numbear, M, results in growth of the avaerages distancs toineen

FEz which leads to higher loads of switching hargwars whe2n

dats &re transferred hetween ramots PEs. Eqguatiaons (110 and
(120 also show that the overall nardware grows Wi th
increasing M; note that the growth rate in a hypercube 13

nigher than that in an array though in the former cCase the

average distance grcows lzss rapidly. I+ zach PE is assumed

pelte! contain d\ "arithmetic" hardware, Thern
! d‘ "arithmetic" hmardwarz will Sz orzEquirzc for tho o ShZlcz
multicomputear. The relationship Setween the overall hardeaars
amnd the Marithmetic" one whick defimas the zZz=t nf 0 ar

1

cperaticn in an arrsa, multicaomputer i

P (#) = ‘f_*i (43)
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increasing M in  a hypercube multicomputer, so the switoring
hardware will dominate for & large encough M. This must, of
courze, L& inhibit unnecessary growth of FE number. - Finally,
we shall describe in soms words the comnunication channel
betwesn the bost and the sulticomputer. We assume that only
ore such channel is available which is comnected to & cornar
array point or to a hypercube vertsx. In fact, many channelz
may exist which a&ars connected to different mualticomputer
rocdes to  achieve their highest throughput. Supposs that

2; seconds are reguired for the channel toc transfer one

number.

-

\ "~

Figurese Z. An array, M=1& Figurs . A hyparcubs, M=1z.



,e
r}

T.50LVING A& DIFFERENTIAL EOALTICM

We start the simulaticr of salving a differentiasl zguaticrn on

a multicomputer by considering a partial case which 1=

reportad in T, we damina  a multicomputer contalizing
4 . - - 0

M=12 FEs dezigned for solving three—dimentional prcohlams

of *time-dependent aercdynramic application type { .P =7

where the switching network has the form of a two-dimenzional

array ,A =0). The ZJiffersntis]l =quaticn i3 assumec S o2

approvimated by fthe differential equatian {4 on a razole

3 24
mesh llil “ {h=M = V. Thz multicomputer SWibIning
array architectursz= amakes one to  think 1% i3 cshvenlient oo
@stablish an @khacht CorrssSponcancs DetweEN ©ThNE SFIOES307 Lo ooy
am2 a layer of ths mezh f]h. where the szolaticn o b Toumo
n
e oA - [N i [p— ey | R
i =2ficed . PR g =CoNEtT .
=T s ice L] 7 L] L] Y —

Faoh processor has te sclve & "one—-dimenszional" groelem, nay
=i s]
iz tz zaloulate U, 1=l, &, { k=const. Iats ono U, .
1=1, o is lgaded intz the 1local memory of  =ach iy b
plrrocessor. According to A, the  szloaticge valae s b
n n n
: [ : - " - — [ 1r [N -
neighbouring points S erxe . i- ke R \ ]
n
Uax~;e should he cCortaired in lecal memory of an 0, L
n+t _
FE for Uiee 1=1iy m ko be computed. Other  saliwe- -7
n 4] n
U e and L. at  the il Yoo za e
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trans
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il

aegiected, then '4/V numbers  shoold b

i

from the local memories of M PEs to those of nelighbowuring FE

aef
to computs Uéfg . in & general CaASE B Tl
A = ] == | M —_ 1 i =
M=n processors ars  Used. f —dimension croolam is
consiger=d instsac o+ a Ethres—-dimensicnal Srie, anhd =2aIh
processor  scives a Ml .f - A = dimEnsiset prooiam

rather thanm a "ohne—dimensicoal” proablem

-

transfers shculd be raguirsd s
7 = 2TAipoM see (16)

if all switching links  achliave thelr highsst  perforaarc=.

AL LhmeETiC compuiaticn amount to be dore at esach o+l Liagsiteo

A = T M arithmetic operations Lfr)

wWwhern a full load +or all processors i acnlavea. the Time

4l

M see (1%)

M) = o = |
2, ( ) (19)

does oot depens oo Lhe Sroof2ssor numser
THerefore e Can wSa!
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multicomputer with array switching architecture, a linear
increase in performance 1s possible when a differential

equaticn is explicitely solved on a regular mesh.

Lif}

If the same problem is run on a multicomruter with
hypercube network, 1t is more convenient to split the point
set {1h using ancther method, that iz by diwviding
I)LL into M equal arrays which represent single

5) -hypercubes each containing /\% points,
As opposed to the above menticred case, all the points =f &
simple hypercube can be divided into two categories: L nnsy
and beocundary ones. We @mean by inner points those nodes wWhizh

do not reguire data from neighbouring FEs to be computed.

Zoundary points are all remaining points, that is those WHiczh

—

ted i the lao-sl

e
m

[

have not a&ll  their nearest neighbors

=

memory of the prcocessor under consideration. oo all iy,

adjacent PEs should be accessed Lo compute these ones. The
edge of & simple hypercube introduczed has  the lengis  =f

A
-
n points. For a hypsrcubs, a sum of facs areas i

(- p)(p=1)

m

S = QPn

Therzfore the wheole byperzube Nk will brave an

jD"'F+ ;'\/P
r

[
4
iy
5
N
)
i

number of M = C ? houndary points, that is

L1,
H AoAa P
f7p = %Pf M (20)

transfers should be sxesecutzd between neighbouring FEs at zach
timestep. Asswming that  &ll the tramsfers can be wnitorals

distributed ameng the switching nodes and their Sighast



perFformancz can bBe explocitsd, the time reguirec will be
-4 _ 1
£E-Loy
A f
H M
7o = 2ppT M
£ z
Relations (oLl and (193 sShHow that the growth ot
7A
7—"" whichH 1=

N — ow
oecomes unlimitad with incrzasing M, that is the minimum  -ime

requirec o parform transters is an infinpitssimal value for

T
o

N o= comparsed Lo ne time needed for the  ari

compLitation ©o be dorne by all pracassors.

Lt

Aszertizn 2. For an unlimiit=sd growth of the ogrocessor  SumbeEr

Moin a multicomputer with a hvpercubs switching architecture,
& 1inear incCrzass in parformancz 1= moss=isole I =i E
citferential =2quation 1§ sS.glicitesly s0lvad on & regols
JEEZT, Cubt thE swibzhing rztwark pErfzrmarncz oma, CELowW TIr
Mo o Comgparing e Time nEeced  for  pErformLng
wransfers (0 oan arra, aulticoAputsr with that =2f & hypsrzoce
networb shows that transters are conisidsrably iles=
vime-consuming for larg Mz in the latter case:
Par's Far d __f-
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performing transfers that 1is the concepis of the switching

architecture reported im €21 canmot be considered as optimal

ONES.
Mow turn to an  irregular mesh. tet N = n polints ars
randomly located in a hypercube 19 - Distributs them amacng

{1
i
3
1]
[

M FEs close, i+ possible, to thcose which wers cons:

above for the case of a regular mesh. In *he former ewxample
each processor solved &l 1? - A J=dimension przoblem
consisting of points with censtant firzt

P -~ A tocrdinates. Construct similar regicns o an
irregular mesh. Froceeding 1in ascending order of the first
ccordinate, divide the set @l into n portisans sgach

£t

containing a n coint. The next stage will further

divide each cof the resulting subsets intoc N parts with  an
equal number of points, procceeding again in the ascenc.ng
zrder =t the seccnd coordins
assighned o ar asscoiated PE. Jur implementation will Zive
the same result which was already ckbtained.

Henc=, we do not expect th2 number of data transfers o Le

=) In an irregular case, 'V wil

(=Y
[
i

lower than that ct {

i

conziderad a3 & TMEST Sumbetr =f i e imb N ot el gnoor

sarticipating in 30, For a mean distance between an i sciast

and the ramaining pointsz in Yhe array architacture givar Dy
nri
By, the compuitsation of U will raguirs an averages Swihber
e -
of O-M transfers parformed by nelghbouring FEs.

The rneighbouring FEs «Guld perform an averags numnber of

1
2

NHM(M) =V .o- M (24)



ne i -_
transfers to compute= all U, F values, where i = 1, M.

For the highest switching network performace, these will

require the time

e .
- ijﬂf ﬁ,f30 AT

M
7 (M) = = =M (25)
H 4 M
Consider &another wary ot spiitting 17.&. . sEslact
£/a
r pcints with the lowest +irst coordirats value=z from

M. Repeating this procadurs A times, we perform a gparilal
ordering of points over the first coordinatz. 0Oncs this iz

done, a similar partial ordering is made over the second

coordinate etc. in eavery resulting subset. Finally, after
2 iterations the  set DA is dividec Lot
l - = - - { - 1 1 + " :
n subsets of close points which would play the roliz of
simple hypercukes in hthe zZase cof a regul ar mesh, Rasuliing

rt
t

I~
113

{

L

subsets will cantain inner and boundary poeint
regul s mesh, the inner goints will Net -eguire Yo acoceEsz Lo
T\—

a um - PN e | = -,
mis should = Zone

neighbouring PEs for zscditiocornal data.

cnly when Lboundary gpointz are computad. calcarate whe
overall rfumber of Boundary points. _Clh. . when Jivided
. A -}

into n hyperparallelopipeds sach ccntaining A points, has
: _ , Alp

its boundary area eguivalernt o +*he area f m o¥ i

sections parallel +
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Pt .
number of V- n boundar, gpointz is lzgcated rn=ar =Za--

zection. Hencz, the total ~umber of fthess  pgcint will SE

as for  the number of  transfars  Sotween the aeighbouriog

glements, this will not =hceed that of GSoundary  po.ots



multiplied by XD and thz me=an distance between random FEs.
Thus
" PEY £
1 (M) = M log M (26)
-~ .3 <
For the highest switching retwork performance the transfzars
will require
¢t _ 7
-5 )No-z2
. /ofﬁ?f GE-FXp-0)
y (ﬂd) 2 N seg
Comparing this with a similar result in the case of an  array
(25} yields
~ .22
7;,(/"7) 1/ ATZTp
= i — o= (28)
M
7.(r)  RP Moo
~ (v
On & ~=2gular @mesh, this relaticn was growing with M sut laz=
rapial g 1250 .
a2t us consider twb asserticns.
Assertizn  I. A lineEar increasa af parformance with
increasing the mumber c¥ FE= is impossaitle for S
multicomputer having an array switching network  wher =)
differential equation 15 solved aon &an irrsEgular TEsE L Lo
explizit scheme.
To prove this compare the times reguired for &sritbmetic
wor k 18 and performing transfers (253, They are relacss e
17
- -
/a 4 N
— ‘
A - = "~ !r(.-" - = kzg)
~ - M —= oo



Thus the main portion of the multicomputer time will ©be
consumed by data transfers rather than by arithmetic wors for
large M's, so the arithametic performance will not be fulily
exploited in this case.

Assertion 4. According to assumptions made in Asserticn 2, &
linear growth of the multicomputer performance is possitcle,
if it has a hypercube switching network. The procf is 3iveEn
by comparing arithmetic work time T, (18} and transfer time

M

T 27
el

7a ze (priz-g) (50)
- = —_——— = 50
T} j?j?w} M —— oo

._,
1l

In this case &ll the transfers ars hidden oSy  the a&ariisnst

W b time, thus the multicomputesr performances 43110 SeE
proporticnal to the PE number for large M's.
4., INTEGRAL EQUATIONMN
Discretiz=zd integrsl aguation (&) differs T

discretized differential equation (&) primarily in that b=t
its right-hand side contains the terms integrating the =+fzc

of not only close poirtz Dut also that of =1 242 ramoits= ooc=

s

[

ul

{=2E =ction . Cchasegquguently esch pornt nas fj

associated coefficients, .0 » that 15 we deal wiih l.r5.
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amounts of data. If local memories were sufficiently large

2 C . .
to include &1 .PéN coefficiesnts q;,  nNoO difficulty wculd

oCCur.
Currently, it is unreascnable to rely upon such large local
memories. A more reacsonable approach is  to comnsider the

total multicomputsr main memory as having a desired CZaApsCity.

In this case each local mamory would contain a part of needed

2,,2

AN
data, ”}4 alliowing to compute not the total sum in  the
right -~ hand side of (&:, but only its portien incluading

ﬁ4 addends. Once possible computations have been perfcraed,

data cirzulatiorn must be provided toc permit transmitting data

frem oche PE to ancther. After possible computaticon have been
complated, processors resume data circulation. This
procedura is repesated M times. it is c¢cilear that azavery
2,,2 . .
a.. +ram o N would appear only aonce in s2ach smemar, of ™
L i
processing elements. For &n array architecture, this  acula
. 2 2 2 , . :
Feguire F N ™M data transfers between neighbouring FEs

which takes

o™ 2 ')%E':;-
A V‘O'M -
T(M): Seg i_‘ii)

O
3

In & hypercube architecture, the global data circulaeti

(%]
4]

. 2 2
wolld reguire an average number of F NoOOM IDgeM transfers

be performed between neighbouring FEs which results in
—_", 2 f:e
7 (M= Toa'M see (32)
£

if the switching networl sarformance is  fully snplcitzc.

I

Cleariy, the arithmetic worhk time does +sct depend cor S-c



b}
F&

switching architecture and is

where € iz a constant.

Comparing (I3} and (I1! gives

7 - %
—_— f\rf —_— O
Y—TQW) A —m o=

This is the reason for the following assertion.

Assertion S. For a wsulticomputer with an  array

network, the linear law of performance growth with

hold when solving the (ntegral equation () using

acheme. Compariscn Letween -2 andg T
following assertion.
Asserticn &. For & sulticomputer ~ith & bypsrou
network, the perfomance msy continuae Lo grow i
when soclwving the intsgral aquatiznh Vo GEing
discretization (&), since

7; =

7T (M) Cf

ces not depend an M,

[N

(33)

(34)

SwWi

a

—

P

L
w

"M does

[ Hl

Ol

“Fin
chinm

ar T -
[ = RPN

8]l
o

.-C‘.L

rr



—ey
e

5. 30OME REMAREE

i. There are some papers which consider multicomputer

projects where a strong mutual correspondance between FE: and

difference mesh points is eastablished. This results 10 &

more narrow class of problems whare the highest performancas

of the multicomputar can be achieved.

Those regions only become valid which are composed of scme
=

squares iscmorphic to a FE  array. The figw e S shcws an

exampla of such region consisting of four s3uares.

rt
Ll
o
'l
fil
L

In [32, for example, the highest performance can be ob

it
i
i

{il

for bodies composed of several prisms with & sgquar

-

containing 128x1Z3 points. This restriction or the ra2gicons

b

allowed should be conziZered as extramel, savarsz. Farme,
computsd regions normally Save & more compies  shape 14 caal

applications, particularl,; in the case of *ime-depardant®

il
i
r

problems. Second, the point ~umber selectad for
computation region  depends nct on ths region shaps, Wut oo
the medium parameters. Finally, the numbsr of goints  carlies
rapidly when ths computation i{s performed. Accorging o the

above said, the authkors of this paper bSellovs that ABSUMIng -

"aolyprismatic” nature of :Auikre;ians Sarinct b consicaresd
as wcoccosptabhla.

Wwe feel that ancthoer spproach is  more  swultable whers  Saco
corresgondance bDetween FE: and reglon Rl By el 3

pregram—~spzcifisd. oF Sourse, this appraach TEaLiE



additicnal work of FEs and the operating system becomes more
complex. However this limits considerably the restrictions
on  the camputation region. In addition, such approach allows
to switch aut some PEz (for example, those that wersz ailead’
without deactivating the multicomputer and in the absescs of
large hardware rescurce, Naturally, a queastion about
overheads arises for such implementation. in the wors:t Case,
a random correspondanca may ocour between PEs and the region
points, that is a correspondance similar to that in the cass
of an irregular mesh. The estimateszs obtained abave show
this approach can considerably degrade the multicomputsr

paramaters for an array switzhing netwerh.

™

apprsach i = Jquitse scceptable fo

.
il

i

However thi

multiprazsssor with  a hyperzube switching network, zincz itz

parametzrs  will change slightly. The figures & 3

triangle-shaped region with the laower cCcathetus contaising

it

P peints and the left cne conmtainming Zn goints. o A
multicamputer with a tightl j—coupled array arc-itecturs, 1=
problem can te soived cn & ragular mesh using four  runs. if
onz applies the irregular scheme, the problem is s3cl.02 in

one run wsing th= same regular mesh, It should L& notesd Lot

[N

rigid coupling Zetwees adiacent mesh poinits and m2ighbooring
FEs will Se violated on horizontal boundarisgs of the sguaras
denoted by dashed limes to represent a PE array.

2. For preoblems descrifed in Zecticn |, sSpe would aisk

have a swfFficiently larga local memory. Howevar thz l.rce

capacity results in higher Hardwara oSost without  incrzasing



the multicomputer performance which is undesired. As crhe Zan
see, it would be more reasonable to implement a switIhing

network by using a slightly more complerx approach rather than

fas

constructing a pure hypercubes, that is to cognnect FE clusters
{instead of separate FEs) across the hypercube, each cluster,
for example, containing 4, 2 ore 14 PEs. It is suitakle +to
connect PEs over the whole graph inside the cluster thos
permitting sach cluster processor to access the memory  of
another FE. This approach increases the local cluster nemory
capacity with a factor of 4, 8 or 16 which rmow may ashizve
tens of megabytss thus making easy the algorithm develcopmsnts
= e

—

for mathematicians and expanding the class of groblems
ol ved.

. L
—

Tinally, it is worth to note that czlusters &llcw to switch

out sSome processors oF even  processsing slementz withours

hanging the reslaticonship bDetween the clusters: in this Zase

redundant hardware is no  longer needed. MNotices chat
implementing & four—-e=lement cluster regulirs an
insignificantly greater amount af hardwara and two new .imoz

are only added per cluster.

T, Only explicit discretizations of €1y  ang 2 WK =
considered. The results obtained can be applied tz sany
iterative schemes without anvy modification. Digcreticaiions
sl ved with different ADI schemes require fuprtner
investigations. Multicomputer efficisncy issue for RN

schemes 1s extremely interesting and will be addressed >.abze.

4. The host usage was completzly ignored s2 far Lo P,



End
e

paper . A sufficiently powerful host would performn &
considerabla porticon of the work unsuitable for paralliel
exection, for wample, matrix conversiocn using ADLl schemes.
The latter gircumstance may reguire that above mentioned

assertions should be revized, particuliarly, Assertions 2 and

z.

=, We Rave shoen abtove that a more  camplay arphitoctora
(hypercube? allows the multicomputer tz ingreasze i1ts
performance with growing FE number on amn expanded class of
problems and methods. The limiting case of a switching
network is represented by a complete graph {(see figure 7! or
a "wheel" structure [&] whers sach FE is the nearest neighhcr
for any sSther FE. In this case any transferszs are performed

ir
T

fir

bEztween the nearsst neighbors. Tn addition to sutentin

di

class of problems whers the gperformance linmarly incrzasss

this facilitates the programming since transfers arse oo

cnger needed. Furtinermore making redundant marowar s
L -+ CR— 2 . o 1 s : L - __—_—"d‘_—'_,_._
available iz cansiderably simplified. Theese  favoraole
features, of course, arz not free cf charge. It i3 =zas, -z
see that the amount of switching harcdwars iz ogual o b

squared processcr DUnwer, M for a multicomputsr Witk &

[

switching architecture zhown in figure 7, that s
Ly .
(M)= E-M(M-1) (36)
Thiz results in the cost of an arithmetic operaticn giver Ly

P (M) = F(M-1)- 1, (37)
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which is substantially higher for hypercube architescture

and array network (143,
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1. Mathematical modelling

At the present time computer calculations are the most
important part of the process of developing and building the
manufactured products, tools, and machines which are produced at
the Institute. Mathematical modelling is used at all stages of
develcoping a new technological process, from the search for cptimal
scientific and technical problem solving methodology to tests on
experimental specimens.

The components of mathematical modelling are the following:

- physical and mathematical models,

- applications programs,

- system programs and programming aids

- computer.

The department generally uses a calculation technology which
is based upon fragmentation of design into nodes and physical
processes and upon providing each type of problems with separate
models and programs. There is a great number of physical and
mathematical models; corresponding mathematical applications
programs have been developed, and rich experience in their use has
been accumulated.

2., Physical mcdels

The following groups of models can be distinguished according
to characteristic criteria:

- adiabatic mechanics of centinuous media,

- mechanics of continuous media with strong heat flows,

- interaction of radiation with matter

1



- energy emission, transfer of neutrons and contaminated
particles,

- aerodynamics

- properties of matter.

We will briefly reveal the content of each group of models,
limited only to the main models.

2.1. Adiabatic mechanics of continuous media

The department has develcped and is wusing the following
original models of:

~ ideal detonation,

— ideal (without tensor properties) and non-ideal (accounting
for tensor properties) media (sclid - extensibility, ductility,
friability), liquid, gas and plasma (viscosity),

- isotropic and non-isotropic eguiponderant and non-
equiponderant disintegration of a solid,

- ideal! and non-ideal porous medium,

- equiponderant polymorphic rhase transitions and
sublimations,

- unstable flows, destruction of contact boundaries and
intermixing of substances.

2.2. The wechanics of continuous media with strong enerqgy

flows

Original models of the following are used:

- equipecnderant and non-equiponderant plasma,

- transmission of radiation in equiponderant plasma with
averaged ccefficient of heat conductivity,

- transmission of photons in an approximation of radiant heat
transfer and in spectral formulation or aspect,

- transfer of electromagnetic radiation and the interaction of
plasma with an electromagnetic field and a gravitational field.

2.3. Enerqgy emission, energy transfer

Original models of the following are used:

- the kinetics of nuclei and energy emission,

- the generation, multiplication, absorption, and transfer of
neutrons with isotropic or anisotropic diffusion in sgpectral or

2



group formulation,

- transfer of y guanta and contaminated particles.

2.4. Aerodvynamics

Original methods of the following are used:

- staticnary and non-stationary flow around aircraft by
heterogeneous atmosphere,

- interaction of shock wave with moving aircraft.

2.5. Interaction of radiation with matter

Original models of the following are used:

- transmission, absorption and diffusion of X-ray emission,

- generaticn of electromagnetic radiation

- generation of laser emission.

2.6, Properties of matter

The following theoretical models have been created and are
being used:

- Tomas-Fermi

Tomas-Fermi with gquantum and exchange corrections,

Harter-Fok-Slayter,

Sakh for plasma

- eqguiponderant and non-equiponderant liquefaction and
evaporation,

- equiponderant and non-equiponderant dissociation and
ionization,

~ dislocation and disclination models of a solid for crystals
and pely-crystal media.

Applied equations of state of:

- metals,

- soil and rocks,

- dense explosives (BB),

- component materials.

Storage and research on eguations of state have been created:

- solid state physics database [RREDUS]

- program complexeleEEETand[giﬁiﬁgl

- nuclear physics data system|KOBRA.

Figure 1 and 2 depicts the equations of state of KIM

3



Rhyolite

Figure 1.
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Figure 2.
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(percussive adiabat and isentrope) for two kinds of rock in which
a Jjoint Soviet-American experiment was conducted -~ nuclear
explosions in Nevada (rhyclite) and at the Semipalatinsk test site
(granosyenite). A comparison was made with URS SEZAM (USA).

2.7, Unstable flows

To describe the behavior of matter in the area of instability

of Kelvin-Helmholtz, Railey-Taylor or Rikhtmayer-Meshkov, models of
the following were created:

- diffusion turbulent intermixing,

- multi-velocity interacting continua,

- separaticn model.

2.8, Kinetic models

Kinetic models of the following have been created and are
being used:

- destruction,

- chemical reactions in explosives,

- limits of extensibility and ductility, depending upon the
velocity of deformation.

3. Mathematical models and methods

Understanding of the problems and the reguirement to guarantee
a high degree of precision in mathematical experimentation requires
perfection of the methods already available and the creation of new
ones. Using one and the same design of several different methods
for calculations allows us to evaluate the stability of results in
relation to model and method. Let us focus on several general
questions, problems and areas of development of these models and
methods.

3.1. Explicit and non-explicit methods
The choice of correlaticn of steps across time and space is

dictated by conditions of precision, stability, and solvability of
prcblems in a reasonable time on a particular computer. Explicit
methods are widely used to solve problems of adiabatic mechanics of

a continuous medium. The original explicit absoclutely stable

4



difference method was created for flows with low multiplicities,
Non-explicit methods are used in problems with heat conductivity.

3.2. Homogeneous and heterogeneous methods

Homogeneous methods are used to solve the overwhelming
majority of problems: I'spreading" explosions in several units of
a grid.

The hetercogeneocus method Eﬁggﬁgil was created to solve
unidimensional problems of a broad class (gas dynamics,
extensibility, ductility, heat conductivity, magnetic fields, phase
transitions, and others). Separation of strong and weak explosions
sharply increases the precision of calculations but makes the
methed extremely complex.

Partial separation of explosions is done in calculating two

problems of gas dynamics in the program complex MAKh.

3.3. Cptimization

Reliable means of choice have been established on a computer,
of designs with the prescribed characteristics. Optimization
methods shorten the time to plot the design, sharply reduce the
volume of visually processed information, and permit a reduction in

the number of personnel.

3.4, Metrology
Standard analytical solutions have been constructed for each

class of problems. Each program and method must be certified as to
precision and economy. The most important analytical solutions
describe the following:

- converdging and diverging shock and detonation wave,

- attenuation of the shock wave in a solid (short and long
detenation),

- shock and detonation waves, in a two-dimensional
formulation, produced by a curvilinear piston,

- heat shock,

= dynamic destruction,



- dissemination of heat waves

- splitting of shock waves in phase transition,
and others.

3.5. Grids

Precision of calculatiocns depends heavily upon choice of grid.

The Lagrangian approach is used to calculate implosion. Grids
are constructed, accounting for the properties of the future
solution. Methods of constructicn are developed for regular and
irreqular grids.

In case of extensive deformations the grids are reconstructed
with the aid of interpeclations,

Euler's apprecach 1is more appropriate for calculations of
explosion and aerodynamics. Contact boundaries are uncompacted by
special markers.

Mixed coordinates are widely used:

- in a two-dimensional case LE (TIGR),

- in a three-dimensional case LEE (TIGR), LLE (GRAD),

Mobile grids are used, which are adapted to the solution.

Figure 3 shows the first irreqular grid (Dirichlet's units)
and the compression and divergence of the ellipsoid (Schultz's

problem, RAPID complex).

4. Applications programs

There are enough applications programs to optimize separate
units of articles and an article as a whole.

The best:

4.1. The VOLNA program complex. Figure 4 depicts a shock-wave
pattern, obtained in calculating the flat automodel, layered system
used to accumulate energy.

4.2. The MAKh complex for calculating the gas dynamics in a
two-dimensional formulation. Figure 4 gives the results of
calculating the disturbances of the contact boundary during
transmission of a stationary shock wave from a light gas to a heavy
one and from a heavy one to a light one. Amplitude a{t) is
compared with V. Rupert's (Livermore) solution.

<]



Figure 3.

RAPID Complex

Compression and Divergence of Ellipsoid
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SHELL TARGET IMPLOSION ASYMMZTRY.
Letters of the J. Exper. Theoret. Phys. 48, No ¥, p.630, 1977).

TARGET! CLASS SHELL DIAMETER 300 .um, WALL THIUKNESS 3 ~m,
DT=-CAS PRESSURE 5 atm.

PULSE: GAUSSIAN SHAPE, E = 1 kJ, T = 0,8 na.

100% ABSORPTION OF LASER ENERGY IN OUTER LAYER WITH O,1l%N MASS OF
SHELL. CALCULATICNS WERE PERFORMED WITHOUT RADIATION TRANSFER.

SHELL DENSITY PERTURBATION:

P(8)= £ (L v A, coB(KkB))

IRRAGIATION NONUNIFORMITY:

Plt,8)=P {(t W1l + A cos(k8})

i

Figure 7
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4.3. The MECh complex (particles method). Figure 5 shows the
formation of a shell from cumulative casing. A comparison with
experiment (X-ray radioscopy) for the last moment of time.

Figure 6 shows fragments of a problem concerning piercing of
an aluminum plate by an aluminum rod. A comparison is given using
calculation according to the HELP (USA) program 1s given.

4.4, TIGR CompleX

Figure 7 shows the form which 1is taken by the initial
perturbations of density and surface of a glass shell in the
process of its compression after impact of laser emission.

4.5, MKE_ Complex (Method of terminal elements)

Figures 8, 9, 10, and 11 show the stages of impact of a
conical body with a concrete barrier (geometry and velocity field).

4.6. MK Complex {(Monte-Carlo Method)

Figure 12 shows the results of calculating the field of
particles around a ballistic rocket. Meonitoring facilities, based
on the calculations, permit the certain determination of the

quantity and location of nuclear charges in the area of the shell.

5. Programming

System software 1is the combination of associated program
systems:

- operatiocnal,

- programming,

- data management,

- remote access,

- provisicn of computer network,

- information protection.

The most widespread programming language is FORTRAN, Also
used are ALGOL, PL-1, PASCAL, S$SI, ADDA, EL-76 and others.

Instrument technological support systems have been bullt for
modular structure programming, graphics and information retrieval
systems, and database management.

6. Computation Complex



Figure 12. Dependence of velocity of recording of stilbene
detector upen angle (photon) for 7 and 8 radiation units (placement

in mine)



A1l computers are operated as part of a central computational
complex {CCC). The leocal CCC network provides the following:

- transfer of files among subscribers,

- virtual terminal system,

- remote input of assignments, N

- exchange of information among any CCC sites. }gﬁﬂiﬁggi;’f

The CCC foundation: e

- common information base,

- common terminal network,

- common information input-cutput subsystems.

The local network (LAN) foundation:

- bus topolegy,

- simple connection protocols,

- modular structure.

The bus commutator assures speed of infeormation transmission
at 20 Mbytes/sec. The number of subscribers is 256, with the
possiblity of expanding through intermediary stations.

The data transmission system (DTS) includes:

- data bus,

- processor bus

- terminal eguipment bus (200 terminals, 80 personal
computers, 12 mini-computers).

All equipment is domestic. Most of the apparatus has been
developed here.

7. Conversion

The mathematics department is conducting work on the following,. , \

topics in the area of conversion: @”&af Pmdut% o %5‘9’/ in Kassia
- fiber-optics communication systems (modelling of fiber

elengation, light transmission, signal attenuation on
heterogeneities, development of central commutation stations}, Hﬁ;ﬁww“lkf

- participation in development of the super computer projecé,

monitoring of nuclear weapons tests,

- safety of atomic energy installations (neutron, heat,
reliability and hydrodynamic problems),

8



- ecology (modelling of dissemination o©f pellutants, the
creation of a data base, and provision of ecclogical monitoring},

— development of equipment for connecting different types of
computers,

tomography (modelling of X-ray emission transmission and image

reconstruction) . . ik s o ad Lo chnp Thend w325 gw“}
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