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Radiadon Transport Methods Comparisons using Computational Benchmarks
Bradley A. Clark, X-6, LANL

Computational Transport theary is an active area of research at all four of the laboratories at this
conference. Based upon our ecxpericncc in other cooperative arenas, exchangces are more produc-
tive when there is a strang focus o the meetings, computattonal benchmark problerns can provide
that focus. Computational benchmarks are problems that are idealized, in that they do not rely on
agreement with a real physical sysiem. The benchmarking is obtained when many different codes
and methods are uscd w analyze a problem. The comparisons berween various codes and methods
serves to focus discussions at the meetings.

In this paper, we praposc 2 format for such comparisons. It follows the work presented by our col-
leagues from Arzamaz-16 and Chelyabinsk-70 at the Internadonal Symposium on Numerical
Transport Theory, sponsored by the Keldysh Instrute, and held at Mascow State University in
May 1992. At that Symposium, a three dimensional computational benchmark was presented. We
would like to add to the collection of problems, which will include simple one-dimensional and
two-dimensional problems, as well as more three-dimensional problems. The enure sutte of prob-
lems would then be analyved using well-proven techniques and the most modem, and sometimes
experimental, finite-difference schernes and acceleration methods. The transpornt rescarch and col-
laboration would naturaily spring from these discussions.

The Interpational Symposium focused on deterministic methods for soiving the transport equa-
tion. We would also like to extend thesc comparisens Lo stochastic methods. Finally, we would
also like to find a forum for discussion of the computational issues associated with solving the
transport equation, using deterministic and stochastic methods, on the massively-parallel and dis-
tributed compuung archiwecturss that will dominale cur future coraputations.
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FLUID TRANSPORT AND CHEMICAL KINETICS IN CHEMICAL VAPOR DEPOSITION

THE NEED FOR THERMOCHEMICAL AND CHEMICAL-RATE DATA IN
CHEMICALLY REACTING FLOW SIMULATION

Robert ], Kee
Computational Mechanics Deparument
Suandia National Laboratorics
Livermmore, CA 94551

Computartional simulation of chemically reacting fluid flow i playing an increasingly
important rele in the development, optimization, and control of manufacturing and
energy-conversion processes. [For example, chemical vapor deposition (CYD) is essential
in various stages of semicenducior fabuicaiion, To meet ever-more-stringent clectronics-
device performance specifications, the performance requirements on the manufacturing
process are critical, and often difficult 1o micct. We arc continuing to develop and
enhance the computatonal capabilities that guide the design process. However, while the
software 100]s are able to handle essentially arbitrary process chemistry, the fundamcnial
thermodynainic properties and chemical-kinetic reaction rates arc quite often cither
inadequate or not available.

In semiconductor fabrication applications, CYD may be used to deposit a variety of
malterials, including polycrystalline or epitaxial silicon, galliumn arsenide, silicon nilride,
silicon dioxide, silicon carbide, wngsten, copper, and eluminum. Morcover, may of the
filins require dopants of various materials, like boron or phesphorous. Even for the same
desired film material, the processes can use 8 variely of gas-phase reagents. For mmany
processes that are fully in production today, the chemical Kinetics are known only in very
empirical terms. The lack of quantitative elementary data significantly impedes our
ability to design and optimize new reactors that mcet new device requirements.
Unfortunarely, the amount of darta that is required to understand all the processes in
production today is encrmous, and the cost 1s correspondingly high.

The application of computational simulation to optimize clean combustion devices,
including the incineration of hazardous wastes, is also impeded by the luck of
thermochemical and kinetic duta, although perhaps less so thun for semiconduclor device
manufacture. Nevertheless, as we become increasingly concermned about high-efficiency
combustion (fowering CO72 emissions), reduction of NOx and SOx, and compliance with
ncw legislation (e.g. regulation of air-toxics), the task of designing and contolling new
combustion devices will rely increasingly on the ability to simulate the processes and
consider tradeoffs.

We suggest that employing chemical-physics institutes in the former Soviet Union may
provide a cost-effective route to measuring the thermochermucal and kinetic data that is
required to derive the ful] benefit of our computational-simulaton capabilities, We
presume Lhal hundreds of Eastern-block scientists may be available 10 undertake
r;’uca&ncmcm of the required data, and ai a {raciion of the cost that would be required in
the West.
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Finite-difference methods for multi-dimensional time-dependent
neutron and photon transport calculations on Lagrangian and

Lagrangian-Eulerian Grid

Alekseyev A.V., Yevdokimaov V.V., Moskvin A.N.,
Pletenyova N.P., Fedotova L.P., Shagaliyev R.M., Shumilin V.A.

The All-Union Institute of Experimental Physics.

The report presents Saturn finite - difference methods for the
mu1t1—d1hensiona1 time - dependent transport equation

Approximation issues are discussed for a 2-D transport equation
solved on various nonorthogonal spatial grids.

We focus on the accuracy desired for difference schemes on highly
distorted grids.

Iteration algorithms are proposed for numerical solution of
high-dimension difference transport equations. The efficiency of
generated schemes and numerical metheods 1is {llustrated by test
neutron and thermal radiation transfer calculations.

The methods proposed generalize to the numerieal soclution of a
3-D group transport equation.

Parallelization algorithms are discussed for numerical sclunion

af a multi-dimensional transport equation.



Finite~-dijtference methods for multi-dimensional time-dependent
neutron and photon transport calculations oh Lagrangian and

Lagrangian-gEulerian Grid

Alekseyev A V., Yevdokimov V.V., Moskvin A_N.,
Pletenyova N.P., Fedotova L.P., _Shaga]iyev R.M,, Shumilin V.A.

The All-Union Institute of Experimentat Physics.

Computer simulation of time-dependent neudtron and
photon transport processes and particle/medium interaction is an
important part of many applications.

Lagrangian or Lagrangian/Eulerian medium motion should be often
accounted to perform time-dependent transport calculations. In
those cases, the transport equation must be approximated using
imposed (generally) nonporthogonal spatial grids that wvary with
time and may experience substantial deformaticns changes during
calculiations.

For the class of problems wnder consideration, the most
important requirement is that numerical methods for the transport
equation should provide the desired accuracy and cogst-efficiency
on a bhroad class of nonorthogonal spatial grids.

This report presents finite-difference methods tar
time—-dependent spectral spatial 2-D and 3-D transport calculations
implemented within code package SATURN . Note that SATURN allows
to calculate transfer processes Hsing both transport and
diffusion multigroup appraximations. This report restricts toc the
issues ‘nvolived n transport approximation.

For this approximaticn, the boundary-vaiue problem formulation

inc iudes the following types of multigroup systems /1,2/.

I. Neutron transport and multiplicaticon
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The systems (1),(2) and {1},(3) represent the conventional

formulation. Note, that SATURN aillows more compilex peutron and
nuclear processes to be calculated, particularly anisotropic
scattering, neutron retarding and isotope transition kinetics can

be accounted.

II. Thermal radiation energy transport and
radiation/materiail interaction{(2Z-0 formulation}:
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Here
£i1p - Planck functian,

tai;’} - Jj—to-i photon transition matrix under Compton scattering.



SATURN makes it passible to mode?l Compton scattering using both
elastic and nonelastic approximations. In the first case the
matrix (ai,;) is unity while ijn the second case it is completely
filled and depends on temperature.

The electron temperaturs can be accounted.

In the 2-0 case the finite-difference approximation of the
transport equation uses two classes of spatial grids.

First, these are represented by regular (matrix) nonorthodonal
grids consisting ot quadrangles. Note, that the major part of 2-D
calculations uses principaliy this class of grids.

Second, irreguylar grids consisting of convex polygans are used.
For many vyears irregular Lagrangian and Lagrangian/Eulerian
gasdynamic methods are successfully applied to the most complex
2-0 calculatiaons characterized by severe local deformations when
performing the computations /3/. The Jinterest toc developing
numer fcal methods to solve the transport equation on such grids
arised from that these computations should be performed together.

We use an extended-template scheme to approximate the
time-dependent transport eguation on nonorthogonal grids /4/.
Note, that this scheme 1is of 0Sn-type /5/. The scheme under
consideration is ramarkable for that function wvaiues are
introduced at the grid nodes {cell vertices) along with average
vaiues of the function to be found on edges and in cells wusually
used in 0Sn schemes. Using this extended templiate allows to derive
additional relations by representing the 1in-ceil soclution as
linear fupctions alaong some straight lines irrespectively of how
many sides of guadrangular cells are visible. As the results of
numericail studies show, the extended template scheme has the
convergence accuracy order close tg the second one even on highly
distorted grids /J4/.

This scheme generalizes to pelygon mesh in a natural manner.
The new problem which had to be sclved in this case 1s to ensure
the nondegeneracy for the matrix of mesh equations corresponding
to a single spatial cell.

In addition to the finite-difference approximation, another
guestion is of high importance when developing finite-difference
methods for transport prablems: whether it is possible or not to
agbtain a cost-efficient numerical solution for a system of

multigroup difference equations on timesteps.



This question becomes crucial for thermal radiation transter
calculations where the optical properties of systems c¢alculated
vary in a broad range and the multiplication coefficient is close
to unity in many cases.

A special attention is now paid to the develapment of efficient
numer ical methods for systems of difference transport equations
{see, for example,/6/-/11/}.

Most of the methods udsed are Known to rely upon the
combination of the +dterations over the RHS {(collision integral)
and algorithms for acceleration of this jterative process. The most
complex problem arising from this approcach and most severely
pranounced in optically dense calculations Wwith the multiplicatian
coefficient close to upity 1is how to provide the consistence
between the transport operator and the cperator from the
"accelerating’equation in a difference form (/&/-/9/, /11/}.

SATURN Tmpiements several algorithms to solve numerically the
system of difference grodp transport equations. One aof them will
be considered in more details and further referred to as KM method
for the sake aof brevity /12/.This 1is a two- step method of
predictaor-corrector type with re-jterations over the time wvariable

of the following form:
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As can be seen from the abowve form, specific features of this
algorithm are as follows: explicit computation of the collision
integral on both KM halfsteps, actual stability of the algerithm
for computations with a limited number of diteraticns.numerical
s0lution conservatism, cost-efficient soluticon of the system ot
mesh equations with the known RHS, consistent finite-gifference

approximation of equations corresponding to separate stages.



These features provide a sufficiently high efficiency of the
method particularly for thermal radiation transport

Computational results from /12/ are given below for three
problems solved with XM method. Note that the first two problems
are in slab geometry

Computational results for these probtems solved using different

timesteps are given in Table I.

Table I.
Computational results for optically thin case I

and optically thick case 2
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* Case

r Number of time steps

- Without re- iterstions

The next problem is the well known Fleck preblem /13/. This was
solved wusing the 28 group asppraximation in two models which
differed in timestep size.Furthermore, the calculations were alsc
performed for 2-0 case. Figures 1 and 2 show calculated temperature
wave profiles for several times.

Far more details on problem formulation and calculaticnal
results refer to/12/.

Finally, it should be nocted that the KM method converts to the
well Known Jterative dewviation estimate method /14/ in &
stationary cne-velocity case. Therefore., the KM method can be aliso
considered a generalization to nonstationary and multigroup case
for the above mentioned method.

Moreover, SATURN impliements the algorithms for acceleration or



the iterative process within a single esnergy group in addition to
the KM method orientecd to combined numerical solution for the
system aof group difference equations accounting intergroup
particle transitions. These algorithms are conceptually close to
technigues reported 1in /8,14/.We shall not consider them further
because af limited report size.

Currentty, individuai region computations are used in
computational physics where the initial geometry +is split into
separate subregions (mathematical or computaticnal regions); the
equatiaons are approximated on sepagrate spatial grids I1nside
subregions, subregion interinfuence is accounted by exchanging the
inner boundary conditions.

SATURN uses an iterative wversion of regional computations tor
numerical 2-0 time-dependent transport calcgulations. Oirectional
flow function 1is wused as inner boundary conditions. Since the
iterative process over 1inner boundary conditions converges rather
sTowly for a number of important applications solved numerically,
a special acceleratin algorithm was developed for the convergence
of the iterative process over 1inner boungary conditions. Mote, that
this algorithm relies upon the coembined mesh solution on the inner
boundaries obtained on two KM half-steps.

The desired accuracy of the pumerical simulation for some
classes of transport problems is only possible in 3-0D case. We
shall introduce the following classes of spatial grids for
finite-difference approximation of the 3-0 transport eguation
(1),(3) written in cylinger coordinates.

Split the original body into many sectors (F-sectors) by plarnes
legves passing through the rotational axis Z. Construct
nonorthogonal regular grids consisting of convex quadrangles and
containing the same number cf rows and columns indicated leaves.
Then one obtains the desired hexahedron grid for 3-D calculations
oy connecting corresponding vertices of respective quadrangles.

Approximate the transport eguation on the cbtained grid using a
difference scheme which s arn extended template scheme generalized
to the 3-D case /12/There exist six versions of approximation for
the ftransport equation in 3-0 case depending on tha number of
visible cell1 faces. Note. that five of them use additional
relations based on the 1in-cell solution represented as Tirmear

functions alaong some straight limes.This gives the second-order



accuracy (or close to it for the approximation of the transport
equation. The latter wvariant corresponds only to one visibte side
of a cell and is based on the in cell representation as a constant
which generally gives only first order approximation of the
transport equation.In this view it should be noted that the latter
approximation was not used for orthogeonal grids. As the
compulational experience shows, the version 6 is rarely applied to
the transport eguation { though if is? for the genaral
noncrthagonal grid and is not crucial for the solution accuracy.

The system of equations arising on a single timestep in a 3-D
case s wvery large {(about TO?equations). When the transport
equation right- hand is specified, this system 1is solved using 3
special cost-efficient running computation algorithm based on the
combination of the running algerithm /16 and intra-block
iterations.

Then we uwyse the {inner fJterations to spolve the system of
difference equations irn a general case, when the right-hand side
is unknown.

The {iteration convergence speed iJs5 Jnceased by using special
accelerating algorithms which were obtained by generalizing some
algorithms used in the 2-0 case.

SATURN that implements the above numerical methods runs on the
Elbrus-2 multiprocessor. We use several parallelization
algorithms, to reduce the time of 2-0 and 3-0 time-dependnt
transport calculations.

Faor 2-0 celculations, the parallelization is done over energy
groups and computational regiecns. For 3-0D computations, a deeper
pipelined parallelization is used which allows several directions,
F-sectors and energy groups to be computed in parailel.

Table 2 contains the computaticnal resuits for a series of 3-D
test calculations performed to estimate the parallelization

algorithm.



Table 2.

8 of 11 2 3 4 ] 6 7 8 g 10

processors i !
|
!

Gain 11 1.97{2.93;3.8814.89|5.48(6.10/6.92{7.865 8.29;

{single tasking)
Gain 1 2.1 13.2 (4.2 4.815.3 (5.9 6.1 6.5|6.6

(Myititasking) | I

As the results show, the parallelization algorithm aliows to
reduce substantially the computation time for 3-0D transport
calculations. MNote, that the overhead 1is relatively small.

Finally, we should point out that the numerical methods and
algorithms discussed here and implemented in SATURN are
successtully used for broad classes of malitidimensional
time-dependenf neutron and photon transport calculations and
particle /medium interacticn for several years. The caiculatiocns

inc lude gasdynamic medium motion and many octher processes.
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THE COMPUTING BLOCK AND SOFTWARE FOR

Al X -RAY TOMOGRAPHY UNIT

ryukav Y.ML, ¥anotep Yu.l., Romarnova E.M., Fedorov V.V,

Irntroductiaon

The development of a computer-aided ¥X-ray tomography wunit
(CxTU)s for wmedical applicationss entails, among other things,
the solving of problems in mathematical modeling of the optical
path of tthe X-rayss the design of & computing block, and the
generaticn cf appropriate sgftware., The mathematice depariment of
the Rus=zian hational MNMuclear Center of the All=~Union Scientific
Fecegarch Inctitute of Engineering Fhysics has considerable
ExpeErlience 1N numericsl modeling of the tranmsport of wvarious
types ot radiation (meutrons, photons, electrons, charged
particles) with aljlowances for their mutual transformations. This
knowledge 1s naw being applied to problems in medical physics,
such as radiation therapy and diagnostics., A separate
presentation tould be devoted to a detaiied discussion of those
topics.

The present discussion concerns the development of the
computing block and the associated software for a tomagraphy unit
having the following specifications:

-Density reseclution foar details above 3.5mm and at density
levels corresponding to those of water: not less than 0.5% with a

10% contrast level for details of 1.0mm.



-Field of view in the scanning plane: 480mm minimum.

—Scan time for one section: 4-12 sec.

—-Maximum image reconsiruction time after completion of scam:
10 cec.

—fArray size of the reconstructed image: 512 = 512.

-Minimum number of grey-levels: &4.

The Computing Bleock

The computing block (LB} 1 at the center of the CXTU
(Fig.-1ts with &all eocntrol lines for the wvarigus subsystems
convergling on 1t In sddition to providing an interface between
the operator and the machine, the B 1loads all the controi
parameters far & given examinatlion procedure into the sutamatic
corntrol  umit (ACLY, recelvee data orm the absorption of X-raye by
the patient’s tissues from the data collection unit (DCU Y,
performs the computation—intensive image reconstruction and,
finally, executes the 1mage processing and data extraction

rogutines mnesded by the medical personnel.,



SCANNER EXAMINING POWER

UNIT TABLE SUPELY

DAaTa COLLECTION AUTOMATIC CONTROL

UMIT DCU) UNIT {aCuU)

ComMPUTING BLOCK (CBY OF

THE TOMGOGRAPH SYSTEM

Fig. 1. Poslition of the computing block in the tomography syatem

The cumputing block of the CXTU is unigue by wvirtue of a
number of functional blocks that are now being designed for it
(Fig. &€). A personal! computer is used as the contral unit for the
CB. The bulk of the computations is handled by a special
processar. The aperatgr interface is effected through a keyhoard,
& mouse, and a specisl control console. A video display and a
hard-copy cutput are provided.

Image data from the DCU are passed into the special
processor where the basic computational tasks of image
restoration are performed: the preliminary processing (PP) aof raw
data, the projection filtering (PF), and +the reverse projection

{RP).
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Fig.2. Functional block diagram aof the CB

The matrix of the reconstructed image is filtered in the special
processor in accordance with a given algorithm and passed on to
the cantrol computer. Data fraom the DCL and the reconstructed
images are recorded on maegnetic disks or tape. Data compression

technigues may be used in the process.



The PP bBlock performes the verification and error correction
of sensor data, csubtracte the "substitution value'", converts the
results obtained inmto a legarithmic form, corrects for radiation
disper=iorn, ncrmalizes the channels tao compensate for their
monumi:formity. recelives the gutpuits from the support sensors, and
carrects for the polwvchromaticity of the X-ray emission. All
thezeg functions are not compuitaticrn-intensive and are executed 1In
the FP block at the rate at which the projections are introduced.

The projectian filtering uwtilizes wvarious furnctions
(rmucle:ds those of Shepp-Logan, Lakehminaravan-Ramachandran,
Recce. Tuci and others. The FF block processes the projections at
tthe rate at which they arrive from the FP block.

Farticular compilcations 1n the design of the CB arise from
the special-processor black, which implements the rever=se-

projection algorithm ang which must process the datse at & high

speed. The reverse-projection algarithm can be readily made to
war g in a parallel fashion, which simplifies the task of
designing a high~-cspeed RF block, and may be accomplished by

various meanss for example:

1. The image matrix is broken up into quadrants or strips.
Fach portion of the matrix is reconstructed by a separate
processing block (PR), Complete filtered projections are fed to
the input of each FRE, and each PB outputs its portion of the

reconstructed Image (Fig. 37.
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Fig.Z Parallel operation of the RP block (version 1).

c. The RF block contains several PBs each of whilch computec
a value to be added to an element of the matrix that is being
reconstructed on  the basis of a given Tiltered projection.
{onmected in seriesy the PHs constitute a conveyor in which the
summary addition tao the matrizx elements 15 accumulated for all
the projections that are being processed simultansously (Fig. 4.

In each version, the number of the FBs selected is based on
their efficacy and on the time required for the generation of a

tomogram after the scarmning has been completed. I¥ the cumulative



speed of proces=sing of the projectinons inm the RP block 1s lower
than the rate at which the projecticorns arrive from the PF block,
a RaM buffer ies used to compensate for the difference in speed.
inr arder to test the separate blocks of the special
proceszor and io evaluate the repetitive image reconstructiaon, a
feature 18 being implemented which will permit loading the
initial data into the special praocessor from the control computer
(CCty ornd unloading the results 1nto the CC, after processing the

data by the PP and PF blocks.

L ]
Proj,ectian 1 PEB 1 + » *
- *
Frojection Z FB & + A 1 * %
* * e +* +* L3
Projection 3 FE 2 + * *
. .- * *

!

Fraojection n % PE n

Fig.4. Parallel operation of the RP block (versian 2).

The special processor may be implemented as a hardware
algorithm Ffor image reconstruction or as a universal multi-

processing computational accelerataor.



Software

Tre tomograph eoftware (751 must offer the operatar marimal
conveniense in both the examination of the patient and in
proce=simg af the rescitant dats.

To this end, subsystems are being developed that will provide the
fTollowing features:

-A litrary of readily selectable, standard routines for the
erxamination of the head, neck, chest, abdomen, and the
extremities.

- A means aof registering & new patient and accessing &
catalog of patients who had been examined in the past.

-A mezazns of tench marking' the patient with reference to
the examining table and generating tomographilic sections by using
topograms to aim at targets.

-A means of wvisualizing and analyzing of tomograms.

-Repetitive i1mage reconstruction in areas of interest

bas=d on prior projection data.

—Generatior of sagittal and caronary sections.

-Canstruction of three-dimensional images based an

multiple sections.

—Preparation of documentation with hard-copy capability.

-Operational aide for the operator such as a menu ard &

Erief listing of capabilities awvailable at any given point

in the examination process,



The software provided for the visualirzation and analysis of
the fomograma enatbles the aperator to select the mo=st convenient
graphical techrnigue. e.g.:

—F daot cursor for decignating & point on the tomogram.

-~ lime cursor tsc indicate a wvertical aor horizontzl line on

the teomogram.

-2 "frame" 1n the shape of a rectangle; circle., ellipse aor

any arbltrary erncleosed curve to define the area of interest.

-Segments of angles amd grids for geometric measurements.

-An arroaw to mark arnd select wvarious areas on the monttor

SCreen.

The following carabilities are availlable in  the tomggram

analysls mode:

-Determination of density at a given point,

~Awvsilability of =statisticel data faor the area of interect

{average density, minimum and maximum density wvalues,

dispersions and standard deviation!t.

—GBeneration of a density distribution plat alarng a line

cCursor.

—Generation of a density distribution histogram for a

designated area of interest.

-Measurement of distances and angles constructed by

seqgments.

—Measurement of the arga of interest.

—Use of various filters for image processing l(smoathing,

contrast—enhancement).



-Magnification of a selected portion of the 1mage by X to
10¥.

—Retation of the image through 90, 180, and 270 degrees.
—Symmetrical transformation with respect to the vertical ar
Forizaomntal axes.

~Generation of negative images.

-Subtraction armd addition of 1mages.

-Adjusting of boundaries of the visible density interval.
—Adjusting of the denstty transformation function 1in grey

levels when 1n tomogram wvisualization mode.

kWhen in documentation mede, the 75 will have the capability
to supErlimpose comments anto the image, assemble anywhere fram
two to nine  images inte orne document, and provide a hard-copy
cutput.

Currently in de=sign are =ubroutines which will provide the
Tollowing capabilities:

—~d justment of the indiwvidual =subsystems of the tomograph.

-Calibration of the data collecticn system.

-Ad justment aof sersors,

-Testing.

All the subsystems are controlled by ome unit., To this end,

ar apprvopriaete programming shell i1s being developed.

10



Status of the prejsct, current problems.

The computing block  and the <coftware portion of the
tomagraph proiect are in  the development stage. The owverall
architecture of the computing block tas been defined. The
communicaticn fardware for linking the tomograph subsystems i=
beinc buz1lt for the laboratory prototype unit. The special
processor 1= hbeing designed and built in two versions: a= a
uanliversal processor and as & Processor in which the imace
reconstructicn elgorithm 1= imp lemented in hardware. The
development of softwsre for the visualization and image anmalysis
functions 1s 304U complete. The software for the cantraol of the
tomagraph =subsvystems 1s 1n design.

The praoblem is the absence of high-speed L8] chips suitable

for the creation of a compact and reliable special procescsor.

il



THE COMPUTING BLOCK AND SOFTWARE FOR

&M X=-RAY TOMOGRAPHY UMIT

Kryukav V.M., Kanotep Yu.l., Homanava E.M., Fedoraov V.V.

Introducticn

The develooment of a cemputer-ailided X-ray tomography unit
(CxTUy, for medical applications, entails, among other things,
the solving of praoblems in mathematical modeling af the optical
path of the X-ravs., the design of a computing block, and the
generaticon of appropriate software. The mathematics department of
the Russian National NMuclear Center of the All-Unigon Scientafic
Re=zearch Imstitutie aof Engineering Physics has considerable
experience in numerical modeling of the +transport of @ wvaricus
types of radiation {(neutroans, photans, electrons, charged
particles) with allowances for their mutual transfeormations., This
knowledge 1s now being applied to prablems in medical physics,
such as radiation therapy and diagnostics. [a separate
prezentation could be devoted to a detailed discussion of those
topics.

The present discussion concerns the development of the
computing block and the associated software for a tomography unit
having the following specifications;:

~Density rescluticon for details above 3.Smm and at densilty
levels corresponding to those of water: not less than 0.9% with a

10% contrast level for details of .0Omm.



-Field of view in the scanming plane: 4BOmm minimum,

—-Scan time for aone section: 4-18 sec.

—Maximum image reconstruction time after completion of scan:
10 sec,

—Array stize of the reconstructed i1mage: 512 x 512.

-Minimum number of grey—-levels: &4.

The Computing Block

The camputing block (CB) iz at the center af the CXTU
tFig.1), with all contraol lines for the wvarious subsystems
converglng on 1%t. In addition ta providing an interface between
the operstor and the wmachine, the CB loads all the control
parameters for a glven examination procedure 1imto the sutomatic
control unit (ALY}, receives datsa on the absorptian of X-rays by
the patient’s tissues from the data collection unit (DCu)
perfarms the computation-intensive 1mage reconstruction and,
finally, executes the image processing and data extractiaon

routines mneeded by the medical personnel.



SCANNER EXAMINING POWER

UNIT TABLE SUFPLY

DATA COLLECTION AUTOMATIC CONTROL
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COMPUTING BLOCK (CBY OF

THE TOMOGRAFH SYSTEM

Fig. 1. Fceltion of the computing block in the tomography system

The computing block of the CXTU is unmigque by virtue of a
numper of functional blocks that are now bheing designed for it
(Fig. 2). & personal computer i1s used as the control umnit for the
CB. The bulk of the computations is handled by & special
pracessor. The operator interface 1s effected thvrough a keyboard.,
a mouse, and a special contraol console. A video dieplay and a
hard—copy ocutput are provided.

Image data from the DCU are passed into the special
processor wherg the basic computational tasks of image
restaratlion are performed: the preliminary pracessing (PP} of raw
data, the projection filtering (PF), and the reverse projection

(RP).
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Fig.2. Functional block diagram of the CB

The matrix of the reconstructed image is filtered in the special

processor in accordance with a given algorithm and passed on to
the control camputer. Cata from the DCU and the recornstructed
images are recorded on magnetic disks or tape. Data compression

technigues may be used in the process.



The PP blgck performs  the verification and error correction
gt semzor data. subtracts the "substitution velue", canverts the
results cbtained inmtc & legarithmic form, correcte for radiation
disoersian, rormalizes the channels to comgensate for their
nonum: Tormity, receives the outputs from the cupport senscrs, a20d
corrects for the polvchromaticity of the X-ray emissian. Al
these functign=s are ot computaticrn-intensive and are executed in
the PP block at the rate at which the projections are introduced.

The grojection filtering vutilizes wvarious functiaons
truclei b those of Shepp-Logan, Lakshminarayvan—-famachandran,
Recce. Tuci and others. The FF blaock processes the projections at
the rate at which they arrive from the PP block,

Farticular complications 1n the de=ign of the CE arisze fram
the special —processor blogk, which implements the reverese-
projecticn algorithm and which must process the data at a high
speed., The reverse-projection algarithm can be resadily made to
work inm a parallel fashion, which <cimplifies the task of
decigning a4 high-speed RP block, and may be accomplished by
various means. for example:

l. The image matrix 1is broken up into quadrants or strips.
Fach portion of the matrix 1is reconstructed by a cseparate
processing block (PB). Caomplete filtered projections are fed tao
the input of each PB, and each PH gutputs its portion of the

reconstructed image (Fig. 3).



EROJECTTIONS

FE 1 /B o [ #/B 3 . . FE n

Fig.3 Parsllel operatiocon aof the RBP block {(version 1}.

2. The RP tlock contains several FBs each of which computes
& value to be added to an element of the matrix that is being
reconstructed on  the basis of a given filtered projection.
Cornected in series, the PBs constitute a conveyor in  which the
summary addition to the matrix elements is accumulated for all
the projections that are being processed simultaneously (Faig. &),

In each version, the number of the FBs selected is based on
their efficacy and on the time reguired for the generation of a

tomogram after the scanning has been cumpleted. If the cumulative



speed of proces=simg of the projections in the RFP block is lower
thamn the rate at which the projections arrive from the PF block,
& RAM buffer 1s used tc compensate for the difference in speed,
In ©order to test the separate blocks of the special
processor angd to evaluate the repetitive image recanstructicn, a
feature 1s being implemented which will permit loaging the
initial date intoc the special processor fram the control computer
‘{CCY, and unloading the results into the CC, after processing the

data by the PP arnd PF blocks.

Frojection 1 FB 1 + * *
L *
Frojecticon & FE 2 + * % O
+* * ¥ L3 * *
Projection 3 PR 2 + * *
........... s * *

Frojectian n =% PE n +

Fig.4. Parallel operation of the RP tlock <{version 2).

The special processor may be implemenmted a5 a hardware
algaorithm faor image reconstruction or as a universal multi-

processing computational acrcelerator.



Software

The tomagraph  software (TS5 must offer  the operator marimal
convenlience im both the examination of the patient and 1ri
processing of the recultant data.

To this end. subsystems are being developes that will provide the
following features:

-4 ligrary of reacily s=selectabley standard routines for the
examinatlcn ot the heasd, neck chest, abdomen, anrd the
ertremities.

- & means of registering a new patient armd a&sacce=sing &
catalog of patients who had been examined in the past.

-A means of "bench marking'” the patient with reference o
the examining tatle and generating tomographic sectione by using
topograms to aim at targets.

A means 0f wvisvalizing and analyzing of tomograms.

—Repetitive 1image reconstruction in areas ot  interest

ba=ed on prior projection data.

-Generation of sagittal and coronary sections.

—Construction of three-dimensiconal images based on

multiple sections,

-Preparation of documentation with hard-copy capability.

—Uperational aids for the operator such as a menu and 4

brief listing of capabilities available at any given point

in the examination process,



The saoftware provided for the visuwalization and analysis of
the tomograms enatles the cperator ta select the most convenient
grapthical techoiques e.4g.:

—& deot cursor for desigrnating a point on the tomogram.

—-¢&  line cursor to indicate a wertical or horizontal line on

the tomogram.

-& "frame" 1n the shape af a rectangle, circle, ellipse or

any arbltrary enclco=sed curve to define the area of interest.

-Segment=z of angles and grids for geometric measurements.

-fn arrow to mark and select various areas on the monitor

screen.

The following capatbilities are available in  the tomoaram

anaiysis mode:

-Petgrmination of demnsity at a given point.

-—Avellability of statistical data for the area of interest

{average dencsltiy, minimum and maximum density values,

dispersiaon, and standard deviation).

-Generation eof a density distribution plet along & line

CUrsor.

-Generation of & density distribution hfhistogram for a

designated area of interest.

-Measurement of distances and angles constructed by

segments.,

—Measurement of the area of interest.

—se of wvarigus filters for image processing (smoothing,

corntrast—enhancement?.



-Mapmification of a selected portion of the image by X to
10x.

~-K

W]

tation of the image thrgugh 90, 180, and 270 degrees.
—Symmetrical tramsformation with respect to the wvertical or
horizontal awes.

-Gengration of negative images,

-Subtraction and asddition of images.

—Ad justinc of boundaries of the visible density interwval.
—Adjusting aof trhe density ftransfarmation functiaon 1n grey

levels whern 1 tomogram visualization mode.,

When in dacumentation mode, the 7S will hawve the capability
to superimpose camments onto the i1mage, assemble anywhere from
two to nine images into aorne document, and provide a hard-copy
coutpux.

Currently in design are subroutines which will provide the
following capabilities:

—fAd justment of the individual subsystems of the {tomogranh.

-Calibratiaon of the data collection system.

—Adjyustment of sensaors.,

~-Testing.

All the subsystems are controlled by one unit., To this end,

an appropriate programming shell is being developed.
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Status gf the project, current problems.

The computing block and the <co0¥tware portion of the

tomagraph project are in the dewvelopment stage. The oversll

arcthittecture of the computing bleck has  been

commumrication nardware for Iinking tne tomograph

teing built for the tatoratary prototype unit.

defined. The
subsystems 1=

The =pecial

processor ic being desigrned and built in two versigons: as g

universal processor and as a processor in whilgh the image

reconstruction algorithm 1s implemented in
develonment of eoftuware for the visualization and
functians is 50% complete. The coftware for the
tomearaph subsystems 1s in desigon.

The probiem ise the absence of high-speed LSI

Tor the creaticn of 8 compact and reliable special

11

hardware. The
image analysis

control of the

chips sU . table

processar.



